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1
LOW DENSITY PARITY CHECK DECODER
WITH DYNAMIC SCALING

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to (is a non-provi-
sional of) U.S. Pat. App. No. 61/739,365, entitled “Low Den-
sity Parity Check Decoder With Dynamic Scaling”, and filed
Dec. 19,2012 by Li et al, the entirety of which is incorporated
herein by reference for all purposes.

FIELD OF THE INVENTION

Various embodiments of the present inventions provide
apparatuses and methods for low density parity check decod-
ing with dynamic scaling.

BACKGROUND

Various data processing systems have been developed
including storage systems, cellular telephone systems, and
radio transmission systems. In such systems data is trans-
ferred from a sender to a receiver via some medium. For
example, in a storage system, data is sent from a sender (i.e.,
a write function) to a receiver (i.e., a read function) via a
storage medium. As information is stored and transmitted in
the form of digital data, errors are introduced that, if not
corrected, can corrupt the data and render the information
unusable. The effectiveness of any transfer is impacted by any
losses in data caused by various factors. Many types of error
correction systems have been developed to detect and correct
errors in digital data, encoding the data in the sender and
decoding in the receiver to recover the originally written data.

SUMMARY

A data processing system is disclosed including a low
density parity check decoder with a variable node processor,
a check node processor and a scaler circuit. The low density
parity check decoder is operable to scale soft information
with a scaling factor in the scaler circuit while iteratively
generating and processing check node to variable node mes-
sages in the variable node processor and variable node to
check node messages in the check node processor between a
plurality of check nodes and variable nodes. The scaling
factor is derived from a distribution of possible values in an
input to the low density parity check decoder.

This summary provides only a general outline of some
embodiments of the invention. Additional embodiments are
disclosed in the following detailed description, the appended
claims and the accompanying drawings.

BRIEF DESCRIPTION OF THE FIGURES

A further understanding of the various embodiments of the
present invention may be realized by reference to the figures
which are described in remaining portions of the specifica-
tion. In the figures, like reference numerals may be used
throughout several drawings to refer to similar components.
In the figures, like reference numerals are used throughout
several figures to refer to similar components.

FIG. 1 depicts a Tanner graph of a low density parity check
code that may be decoded in a low density parity check code
decoder with dynamic scaling in accordance with some
embodiments of the present invention;
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2

FIG. 2 depicts a parity check H matrix for a low density
parity check decoder with dynamic scaling in accordance
with one or more embodiments of the present invention;

FIG. 3 depicts a block diagram of a read channel with a low
density parity check decoder with dynamic scaling which
may be used to retrieve or receive stored or transmitted data in
accordance with some embodiments of the present invention;

FIG. 4 depicts a block diagram of a low density parity
check decoder with dynamic scaling on a check node to
variable node edge in accordance with some embodiments of
the present invention;

FIG. 5 depicts a block diagram of a low density parity
check decoder with dynamic scaling on a variable node to
check node edge in accordance with some embodiments of
the present invention;

FIG. 6 depicts a distribution chart of values in data to be
decoded by a low density parity check decoder with dynamic
scaling in accordance with some embodiments of the present
invention;

FIG. 7 depicts a distribution chart of scaled values in data
to be decoded by a low density parity check decoder with
dynamic scaling in accordance with some embodiments of
the present invention;

FIG. 8 depicts a flow diagram showing a method for
dynamically scaling data during low density parity check
decoding in accordance with various embodiments of the
present invention;

FIG. 9 depicts a storage system including a low density
parity check decoder with dynamic scaling in accordance
with some embodiments of the present invention; and

FIG. 10 depicts a wireless communication system includ-
ing a low density parity check decoder with dynamic scaling
in accordance with some embodiments of the present inven-
tion.

DETAILED DESCRIPTION OF THE INVENTION

A low density parity check (LDPC) decoder with dynamic
scaling applies a scaling factor to data values as they are
decoded. The scaling factor is based on a statistical analysis of
the distribution of data values in a data set to be decoded. In
some embodiments, a statistical analysis circuit is provided
outside the low density parity check decoder to analyze the
distribution of data values before they enter the low density
parity check decoder. In other embodiments, a statistical
analysis circuit is provided inside the low density parity check
decoder. In some embodiments, the scaling factor is used to
dynamically scale data values as they pass from check nodes
to variable nodes in the low density parity check decoder. In
other embodiments, the scaling factor is used to dynamically
scale data values as they pass from variable nodes to check
nodes in the low density parity check decoder. By dynami-
cally scaling data values during low density parity check
decoding, the distribution of data values in the data set being
decoded is controlled to improve decoding performance.

The low density parity check decoder with dynamic scaling
may be, but is not limited to, a multi-level (non-binary)
decoder, and may be a layer or non-layer decoder for regular
or irregular low density parity check codes. Low density
parity check technology is applicable to transmission of
information over virtually any channel or storage of informa-
tion on virtually any media. Transmission applications
include, but are not limited to, optical fiber, radio frequency
channels, wired or wireless local area networks, digital sub-
scriber line technologies, wireless cellular, Ethernet over any
medium such as copper or optical fiber, cable channels such
as cable television, and Earth-satellite communications. Stor-
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age applications include, but are not limited to, hard disk
drives, compact disks, digital video disks, magnetic tapes and
memory devices such as dynamic random-access memory,
negated-AND flash, negated-OR flash, other non-volatile
memories and solid state drives.

A low density parity check code is a parity-based code that
can be visually represented in a Tanner graph 100 as illus-
trated in FIG. 1. In a low density parity check decoder, mul-
tiple parity checks are performed in a number of check nodes
102, 104,106 and 108 for a group of variable nodes 110, 112,
114, 116, 118, 120. The connections (or edges) between
variable nodes 110-120 and check nodes 102-108 are selected
as the low density parity check code is designed, balancing
the strength of the code against the complexity of'the decoder
required to execute the low density parity check code as data
is obtained. The number and placement of parity bits in the
group are selected as the low density parity check code is
designed. Messages are passed between connected variable
nodes 110-120 and check nodes 102-108 in an iterative
decoding process, passing beliefs about the values that should
appear in variable nodes 110-120 to connected check nodes
102-108. Parity checks are performed in the check nodes
102-108 based on the messages and the results are returned to
connected variable nodes 110-120 to update the beliefs if
necessary. In a non-binary low density parity check decoder,
variable nodes 110-120 contain symbols from a Galois Field,
a finite field GF(p®) that contains a finite number of elements,
characterized by size p* where p is a prime number and k is a
positive integer. The beliefs about the values that should
appear in variable nodes 110-120 are represented as soft
information, containing a likelihood or probability for each
possible value of a variable node that the corresponding pos-
sible value is the correct value for the variable node. In some
embodiments of a GF(4) decoder, the soft information for a
given variable node includes four probability values, one for
each of the four possible values of the variable node, with
each probability value giving the likelihood that the corre-
sponding possible value is the correct value of the variable
node, and with the sum of the four probability values being 1.

Messages in the non-binary low density parity check
decoder are multi-dimensional soft information vectors, gen-
erally either plain-likelihood probability vectors or log like-
lihood ratio vectors. Embodiments of the low density parity
check decoder with dynamic scaling disclosed herein scale
the soft information probability values, adjusting the distri-
bution of soft information probability values to facilitate con-
vergence.

The connections between variable nodes 110-120 and
check nodes 102-108 may be presented in matrix form as
follows, where columns represent variable nodes and rows
represent check nodes. A random non-zero element a(i,j)
from the Galois Field at the intersection of a variable node
column and a check node row indicates a connection between
that variable node and check node and provides a permutation
for messages between that variable node and check node:

a(l, ) a(l,2) 0 a(l, 4) 0 a(l, 6)
_ a2, 1) a2,2) a(2,3) a2.4) 0 0
“laB, 1) 0 aB3,3) 0  a@3,5 a@3,6)

0 a4, 2) 0 a4,4) a4, 5) a4,6)

The H matrix above is the parity check matrix for a simple
irregular low density parity check code, including both
weight-2 and weight 3 columns. Notably, the low density
parity check decoder with dynamic scaling is not limited to
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any particular column weights. In the H matrix above, col-
umns 1, 2, 4 and 6 are weight-3 columns, meaning that the
variable nodes corresponding to columns 1, 2, 4 and 6 are
each connected to three check nodes. Columns 3 and 5 are
weight-2 columns, meaning that the variable nodes corre-
sponding to columns 3 and 5 are each connected to two check
nodes. Each non-zero value in the H matrix is a non-zero
value on GF(q), which may have a value from 0 to q-1.

By providing multiple check nodes 102-108 for the group
of variable nodes 110-120, redundancy in error checking is
provided, enabling errors to be corrected as well as detected.
Each check node 102-108 performs a parity check on bits or
symbols passed as messages from its neighboring (or con-
nected) variable nodes. In the example low density parity
check code corresponding to the Tanner graph 100 of FIG. 1,
check node 102 checks the parity of variable nodes 110, 112,
116, and 120. Values are passed back and forth between
connected variable nodes 110-120 and check nodes 102-108
in an iterative process until the LDPC code converges on a
value for the group of data and parity bits in the variable nodes
110-120. For example, the total log likelihood ratio value of
variable node 110 is calculated based on the channel log
likelihood ratio value and messages from check nodes 102,
104 and 106. Variable node 110 passes messages to check
nodes 102, 104 and 106. Check node 102 passes messages
back to variable nodes 110, 112, 116 and 120. The messages
between variable nodes 110-120 and check nodes 102-108
are probabilities or beliefs, thus the low density parity check
decoding algorithm is also referred to as a belief propagation
algorithm. Each message from a node represents the prob-
ability that a bit or symbol has a certain value based on the
current value of the node and on previous messages to the
node.

A message from a variable node to any particular neigh-
boring check node is computed using any of a number of
algorithms based on the current value of the variable node and
the last messages to the variable node from neighboring check
nodes, except that the last message from that particular check
node is omitted from the calculation to prevent positive feed-
back. Similarly, a message from a check node to any particu-
lar neighboring variable node is computed based on the cur-
rent value of the check node and the last messages to the check
node from neighboring variable nodes, except that the last
message from that particular variable node is omitted from
the calculation to prevent positive feedback. As local decod-
ing iterations are performed in the system, messages pass
back and forth between variable nodes 110-120 and check
nodes 102-108, with the values in the nodes 102-120 being
adjusted based on the messages that are passed, until the
values converge and stop changing or until processing is
halted.

Dynamic scaling of soft information may be applied at any
suitable location in the low density parity check decoder, such
as, but not limited to, messages passed from check nodes to
variable nodes. In embodiments in which the messages from
check nodes to variable nodes are dynamically scaled, the
total log likelihood ratio values for variable nodes may be
calculated as shown in FIG. 1, where the total log likelihood
ratio value for a variable node is equal to the channel (or
input) log likelihood ratio value, plus the scaled sum of the
soft information in messages from connected check nodes.
Because variable node V1 110 is connected to check node C1
102, check node C2 104 and check node C3 106, and given a
scaling factor c2vS, the total log likelihood ratio value for
variable node V1 110=channel log likelihood ratio for vari-
able node V1 110+c2vS (C1+C2+C3), where C1, C2 and C3
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denote the soft information in messages from check node C1
102, check node C2 104 and check node C3 106 to variable
node V1 110.

The low density parity check decoder used in various
embodiments may implement any suitable decoding algo-
rithm. Check nodes in a low density parity check decoder
receive incoming messages from connected or neighboring
variable nodes and generate outgoing messages to each
neighboring variable node to implement the parity check
matrix for the low density parity check code. Incoming mes-
sages to check nodes are also referred to herein as V2C
messages, indicating that they flow from variable nodes to
check nodes, and outgoing messages from check nodes are
also referred to herein as C2V messages, indicating that they
flow from check nodes to variable nodes. The check node uses
multiple V2C messages to generate an individualized C2V
message for each neighboring variable node.

In some embodiments, the low density parity check
decoder performs min-sum based decoding of low density
parity check codes. Min-sum based decoding may be per-
formed by initializing the log likelihood ratio value of each
variable node v,, at iteration k=1 to L,°=L, °. The check
nodes c,, are updated using the min-sum approximation of
Equation 1, where L is the soft information probability value,
k is the local iteration number, m is the check node index and
n is the variable node index:

(Eq 1)
Ll

Lins =
mn, MS (n " e B(m)\n nrm

[] sienhn )]-

reB(mhn

The k-th output of variable node v,, is calculated according
to Equation 2:

F=1%4+ (Eq 2)

f=ne Y L

me A(n)

The variable node v,, is updated according to Equation 3:

Lo =L ~Lpu" (Eq3)

The iteration index k is incremented and the iterative pro-
cess continues by updating check nodes ¢, using the min-sum
approximation of Equation 1. Thus, the feedback soft infor-
mation from check nodes to variable nodes is added onto the
variable node’s soft information to generate the updated hard
decision and soft information for generating variable node to
check node messages.

In the low density parity check decoder with dynamic
scaling, a scaling factor is applied to the soft information,
either on the edges from variable nodes to check nodes of on
the edges from check nodes to variable nodes. The scaling
factor is calculated to adjust the distribution of values in the
soft information so that decoding is improved. In an embodi-
ment in which a scaling factor c2vS is applied on edges from
check nodes to variable nodes, Equation 2 is modified as
shown in Equation 4:

1~ (Eq 4)

o =

L

meA(n)

where L, is the total log likelihood ratio soft information
for variable node v,,, L,° is the channel soft information at the
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input to the low density parity check decoder, A(n) is the set
of extrinsic check node inputs to the variable node v, and
c2vS is the scaling factor that is generated based on a statis-
tical analysis of the channel soft information. The scaling
factor c2vS thus scales the soft information on the edges from
check nodes to variable nodes, as the total log likelihood ratio
values are calculated to update the variable node values.
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize a variety of techniques for
applying the scaling factor to soft information during decod-
ing that may be used in relation to different embodiments of
the present inventions. In some embodiments, the scaling
factor is applied to soft information for connected check
nodes before they are summed and the total log likelihood
ratio values are calculated. In other embodiments, the scaling
factor is applied to the sum of soft information for connected
check nodes before the total log likelihood ratio values are
calculated. In yet other embodiments, the scaling factor is
applied on soft information from variable nodes before check
node calculations are performed.

Turning to FIG. 2, a parity check H matrix 200 for a low
density parity check decoder with dynamic scaling is
depicted in accordance with one or more embodiments of the
present invention. The H matrix 200 shows the connections
between variable nodes (e.g., 216, 220), represented by col-
umns, and check nodes (e.g., 206, 210), represented by rows.
Each bit or symbol in the data set being decoded is assigned
to a variable node. Parity bits or symbols in the data set are
shown in the parity portion 202 of the H matrix 200, and user
data bits or symbols are shown in the user portion 204 of the
H matrix 200, although the parity bits or symbols and the user
data bits or symbols may be distributed in any suitable man-
ner though the H matrix 200. Variable node values are updated
based on inputs from check nodes connected to each variable
node. Parity checks are performed in check nodes based on
values passed from variable nodes connected to each check
node. An “X” in a cell (e.g., 212) of the H matrix 200 repre-
sents a non-zero value in the cell, indicating that the variable
node associated with the cell’s column is connected to the
check node associated with the cell’s row, and an empty cell
(e.g., 214) represents a zero value in the cell, indicating that
the variable node associated with the cell’s column is not
connected to the check node associated with the cell’s row.
Although dynamic scaling is applicable to both regular and
irregular low density parity check decoders, the H matrix 200
of FIG. 2 is an irregular low density parity check code, includ-
ing both weight-2 columns (e.g., 220) and weight-3 columns
(e.g., 216), meaning that the variable node of column 220 is
connected to two check nodes and the variable node of col-
umn 216 is connected to three check nodes. The data set is
decoded iteratively in the low density parity check with
dynamic scaling, in some embodiments progressing layer by
layer through the H matrix 200, beginning with the first layer
206 and ending the local decoding iteration with the last layer
210.

Any suitable low density parity check decoder can be used
to implement the dynamic scaling disclosed herein, such as,
but not limited to, a min-sum based low density parity check
decoder. Based upon the disclosure provided herein, one of
ordinary skill in the art will recognize a variety of low density
parity check decoders that may be used in relation to different
embodiments of the present invention.

Although the low density parity check decoder with
dynamic scaling is not limited to any particular application,
several examples of applications are presented herein that
benefit from embodiments of the present invention. Turning
to FIG. 3, a read channel 300 is used to process an analog
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signal 302 and to retrieve user data bits from the analog signal
302 without errors. In some cases, analog signal 302 is
derived from a read/write head assembly in a magnetic stor-
age medium. In other cases, analog signal 302 is derived from
a receiver circuit that is operable to receive a signal from a
transmission medium. The transmission medium may be
wireless or wired such as, but not limited to, cable or optical
connectivity. Based upon the disclosure provided herein, one
of ordinary skill in the art will recognize a variety of sources
from which analog signal 302 may be derived.

The read channel 300 includes an analog front end 304 that
receives and processes the analog signal 302. Analog front
end 304 may include, but is not limited to, an analog filter and
an amplifier circuit as are known in the art. Based upon the
disclosure provided herein, one of ordinary skill in the art will
recognize a variety of circuitry that may be included as part of
analog front end 304. In some cases, the gain of a variable
gain amplifier included as part of analog front end 304 may be
modifiable, and the cutoft frequency and boost of an analog
filter included in analog front end 304 may be modifiable.
Analog front end 304 receives and processes the analog signal
302, and provides a processed analog signal 306 to an analog
to digital converter 308.

Analog to digital converter 308 converts processed analog
signal 306 into a corresponding series of digital samples 310.
Analog to digital converter 308 may be any circuit known in
the art that is capable of producing digital samples corre-
sponding to an analog input signal. Based upon the disclosure
provided herein, one of ordinary skill in the art will recognize
a variety of analog to digital converter circuits that may be
used in relation to different embodiments of the present
invention. Digital samples 310 are provided to an equalizer
312. Equalizer 312 applies an equalization algorithm to digi-
tal samples 310 to yield an equalized output 314. In some
embodiments of the present invention, equalizer 312 is a
digital finite impulse response filter circuit as is known in the
art. Data or codewords contained in equalized output 314 may
be stored in a buffer 316 until a data detector 320 is available
for processing.

The data detector 320 performs a data detection process on
the received input 318, resulting in a detected output 322. In
some embodiments of the present invention, data detector 320
is a Viterbi algorithm data detector circuit, or more particu-
larly in some embodiments, a maximum a posteriori (MAP)
data detector circuit as is known in the art. In some of these
embodiments, the detected output 322 contains log likelihood
ratio soft information about the likelihood that each bit or
symbol has a particular value. Based upon the disclosure
provided herein, one of ordinary skill in the art will recognize
a variety of data detectors that may be used in relation to
different embodiments of the present invention. Data detector
320 is started based upon availability of a data set in buffer
316 from equalizer 312 or another source.

The detected output 322 from data detector 320 is provided
to a local interleaver 324 that protects data against burst
errors. Burst errors overwrite localized groups or bunches of
bits. Because low density parity check decoders are best
suited to correcting errors that are more uniformly distrib-
uted, burst errors can overwhelm low density parity check
decoders. The interleaver 324 prevents this by interleaving or
shuffling the detected output 322 from data detector 320 to
yield an interleaved output 326 which is stored in a memory
328. The interleaved output 330 from the memory 328 is
provided to a global interleaver/deinterleaver circuit 332,
which may be any circuit known in the art that is capable of
globally rearranging codewords. A globally interleaved out-
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put 334 from global interleaver/deinterleaver circuit 332 is
provided to a soft information distribution calculation circuit
336.

The soft information distribution calculation circuit 336
performs a statistical analysis of the soft information in the
globally interleaved output 334, yielding a scaling factor 342
based upon the statistical distribution of the probability val-
ues in the soft information in the globally interleaved output
334. The scaling factor 342 is provided to a low density parity
check decoder with dynamic scaling 340, along with globally
interleaved decoder input 338 containing an interleaved ver-
sion of the detected output 322 from data detector 320. The
soft information distribution calculation circuit 336 may
implement any statistical operation that characterizes the dis-
tribution of possible value probabilities in the soft informa-
tion, such as, but not limited to, the mean, variance, median or
standard deviation of values in the soft information. The soft
information distribution calculation circuit 336 gathers or
accumulates the soft information values over the data set
being decoded, such as over a data sector read from a mag-
netic hard drive.

The derivation or generation of the scaling factor 342 is
based on experimental data for a particular low density parity
check decoder design in some embodiments, calculating a
new scaling factor 342 and/or determining whether to apply
the scaling factor 342 based on the statistical characteristics
of the soft information for a data set at each global iteration.
In some embodiments, the variance of the distribution of
probability values in soft information can be found to be
related to decoding efficiency, with higher variances gener-
ally corresponding to better decoding efficiency. In such
embodiments, a scaling factor 342 may be generated that
increases the variance of the distribution of probability val-
ues, with the scaling factor 342 applied when the variance of
soft information probability values in the globally interleaved
output 334 is below a threshold.

In some embodiments, the scaling factor 342 includes a
different scaling factor for each of the possible values in the
distribution for the data sector. For example, in a GF(16)
decoder with 16 possible values, the soft information distri-
bution will include a probability for each of the 16 possible
values indicating the likelihood that the possible value is the
correct value, averaged over the entire data sector. In these
embodiments, a different scaling factor is provided for each
of the 16 possible values. If any of the probabilities for a
symbol in a variable node exceed a threshold value, the scal-
ing factors are applied to each of the 16 probabilities, decreas-
ing the probabilities that exceed the threshold value and
increasing the probabilities that are below the threshold value.
This increases the variance in the distribution, spreading the
highest likelihood of the correct symbol over more possible
symbol values. This prevents the decoder from getting stuck
on an incorrect value that has been assigned a very high
probability, and enables the check nodes to more easily over-
come an incorrect value during the iterative decoding opera-
tion.

In some embodiments, the median of the distribution of
probability values in the soft information can be found to be
related to decoding efficiency, with a median placed some-
where near the middle possible log likelihood ratio value
generally corresponding to better decoding efficiency and
medians placed near the upper or lower possible log likeli-
hood ratio values generally corresponding to lower decoding
efficiency. In such embodiments, a scaling factor 342 may be
generated that shifts the median of the distribution of prob-
ability values in the soft information closer to the middle
possible log likelihood ratio value.
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In some embodiments, the scaling factor 342 is a predeter-
mined value that is either applied or not applied during a
decoding operation based on the statistical characteristics of
the soft information. In other embodiments, the value of the
scaling factor 342 is based on the statistical characteristics of
the soft information, for example being proportional to the
variance and/or the median of the probability distribution in
the soft information.

The low density parity check decoder with dynamic scaling
340 performs parity checks on the decoder input 338, ensur-
ing that parity constraints established by a low density parity
check encoder (not shown) before storage or transmission are
satisfied in order to detect and correct any errors that may
have occurred in the data during storage or transmission or
during processing by other components of the read channel
300. The low density parity check decoder with dynamic
scaling 340 applies the scaling factor 342 to soft information
values during decoding to improve decoding performance
based on the statistical characteristics of the decoder input
338.

Multiple detection and decoding iterations may be per-
formed in the read channel 300, referred to herein as global
iterations. (In contrast, local iterations are decoding iterations
performed within the low density parity check decoder with
dynamic scaling 340.) To perform a global iteration, log like-
lihood ratio values 344 from the low density parity check
decoder with dynamic scaling 340 are globally deinterleaved
in global interleaver/deinterleaver circuit 332, reversing the
global interleaving process performed earlier, to yield
deinterleaved decoder output 346, which is stored in memory
328. The stored globally interleaved decoder output 348 is
deinterleaved in a local deinterleaver 350 to reverse the pro-
cess applied by interleaver 324, yielding deinterleaved
decoder output 352, and provided again to the data detector
320 to allow the data detector 320 to repeat the data detection
process, aided by the log likelihood ratio values in deinter-
leaved decoder output 352. In this manner, the read channel
300 can perform multiple global iterations, allowing the data
detector 320 and low density parity check decoder with
dynamic scaling 340 to converge on the correct data values.

The low density parity check decoder with dynamic scaling
340 also produces hard decisions 354 about the values of the
data bits or symbols in decoder input 338. In a GF(4) embodi-
ment ofalow density parity check decoder, the hard decisions
are represented by four field elements 00, 01, 10 and 11.

The hard decisions 354 from low density parity check
decoder with dynamic scaling 340 are deinterleaved in a hard
decision deinterleaver 356, reversing the process applied in
interleavers 324 and 332, yielding deinterleaved hard deci-
sions 358. The deinterleaved hard decisions 358 are stored in
a hard decision memory 360 before being provided to a user
or further processed. For example, the output 362 of the read
channel 300 may be further processed to reverse formatting
changes applied before storing data in a magnetic storage
medium or transmitting the data across a transmission chan-
nel.

In some other embodiments, the soft information distribu-
tion calculation circuit 336 is integrated within the low den-
sity parity check decoder with dynamic scaling 340, analyz-
ing the statistical distribution of the soft information in the
decoder input 338 and generating the scaling factor 342
within the low density parity check decoder with dynamic
scaling 340.

Turning to FIG. 4, a low density parity check decoder with
dynamic scaling 400 is depicted in accordance with some
embodiments of the present invention. The low density parity
check decoder with dynamic scaling 400 is not limited to any

20

30

40

45

55

10

particular algorithm for parity check calculations or message
generation techniques. In the low density parity check
decoder with dynamic scaling 400, data bits or symbols are
stored in variable nodes as they are decoded, and parity
checks are performed in a number of check nodes. The con-
nections (or edges) between variable nodes and check nodes
are selected as the low density parity check code is designed.
Messages are passed between connected variable nodes and
check nodes in an iterative process, passing beliefs about the
values that should appear in variable nodes to connected
check nodes. Parity checks are performed in the check nodes
based on the messages and the results are returned to con-
nected variable nodes to update the beliefs if necessary. Mes-
sages in a non-binary low density parity check decoder are
multi-dimensional vectors, generally either plain-likelihood
probability vectors or log likelihood ratio vectors.

Input data 402 to the low density parity check decoder with
dynamic scaling 400 is stored in a memory 404. Input data
402 includes soft values representing variable node value
probabilities. Probability values 406 from memory 404 are
provided to a variable node processor 410, which generates
variable node to check node messages 412 containing prob-
ability values for the perceived value of each bit or symbol.
The variable node to check node messages 412 are scaled by
a scaling factor 414 in a scaler circuit 416, which multiplies
the probability values in variable node to check node mes-
sages 412 by the scaling factor 414 to yield scaled variable
node to check node messages 418. A check node processor
420 receives the scaled variable node to check node messages
418 and performs parity check calculations for each check
node based on messages from connected variable nodes. The
check node processor 420 also generates check node to vari-
ablenode messages 422, enabling the variable node processor
410 to update the perceived value for each variable node
based on check node to variable node messages 422 from
connected check nodes. By adjusting the soft information by
the scaling factor 414, the statistical distribution of possible
variable node values is adjusted to improve decoding perfor-
mance.

In a min-sum based low density parity check decoder, the
check node processor 420 selects the lowest (or minimum)
log likelihood ratio values and feeds them back to the con-
nected variable nodes with sign adjustment. Updated variable
node values may also be updated in the memory 404 during
local decoding iterations, either by the variable node proces-
sor 410 or check node processor 420 or both. Probability
values 430 from the variable node processor 410 may also be
provided to a hard decision output circuit 432 which gener-
ates a hard decision output 434.

In the embodiment shown in FIG. 4, the statistical distri-
bution of possible variable node values in decoder input 402
is analyzed in a soft information distribution calculation cir-
cuit (e.g., 336) outside the low density parity check decoder
with dynamic scaling 400. The external soft information dis-
tribution calculation circuit generates the scaling factor 414
as an input (e.g., 342) to the low density parity check decoder
with dynamic scaling 400. In some other embodiments, a soft
information distribution calculation circuit (not shown) is
integrated within the low density parity check decoder with
dynamic scaling 400, analyzing the statistical distribution of
the soft information in the decoder input 402 and generating
the scaling factor 414 within the low density parity check
decoder with dynamic scaling 400.

In the embodiment shown in FIG. 4, the scaling factor 414
is applied on edges from the variable nodes to the check
nodes. In another embodiment of a low density parity check
decoder with dynamic scaling 500 shown in FIG. 5, the scal-



US 9,130,589 B2

11

ing factor 526 is applied on edges from the check nodes to the
variable nodes, implementing Equation 4. The low density
parity check decoder with dynamic scaling 500 is not limited
to any particular algorithm for parity check calculations or
message generation techniques. In the low density parity
check decoder with dynamic scaling 500, data bits or symbols
are stored in variable nodes as they are decoded, and parity
checks are performed in a number of check nodes.

Input data 502 to the low density parity check decoder with
dynamic scaling 500 is stored in a memory 504. Input data
502 includes soft values representing variable node value
probabilities. Probability values 506 from memory 504 are
provided to a variable node processor 510, which generates
variable node to check node messages 512 containing prob-
ability values for the perceived value of each bit or symbol. A
check node processor 520 receives the variable node to check
node messages 512 and performs parity check calculations
for each check node based on messages from connected vari-
able nodes. The check node processor 520 generates check
node to variable node messages 522, which are scaled by a
scaling factor 526 in a scaler circuit 524. Scaler circuit 524
multiplies the probability values in check node to variable
node messages 522 by the scaling factor 526 to yield scaled
check node to variable node messages 528. The variable node
processor 510 updates the perceived value for each variable
node based on scaled check node to variable node messages
528 from connected check nodes. Perceived variable node
values may also be updated in the memory 504 during local
decoding iterations, either by the variable node processor 510
or check node processor 520 or both. When updating the
perceived variable node values, the variable node processor
510 calculates the total log likelihood ratio value based on the
channel soft information in decoder input 502, adding the
sum of the scaled soft information from the connected check
nodes contained in the scaled check node to variable node
messages 528, according to Equation 4. When generating the
variable node to check node messages 512, the variable node
processor 510 subtracts from the total log likelihood ratio
value the previous scaled check node to variable node mes-
sage from the check node for which the variable node to check
node message is being prepared, leaving only extrinsic inputs
in the message.

Probability values 530 from the variable node processor
510 may also be provided to a hard decision output circuit 532
which generates a hard decision output 534. By adjusting the
soft information by the scaling factor 526, the statistical dis-
tribution of possible variable node values is adjusted to
improve decoding performance. The statistical analysis is
repeated at each global iteration, dynamically tailoring the
scaling factor to be applied in the low density parity check
decoder to the distribution characteristics of the soft informa-
tion of each global iteration.

In the embodiment shown in FIG. 5, the statistical distri-
bution of possible variable node values in decoder input 502
is analyzed in a soft information distribution calculation cir-
cuit (e.g., 336) outside the low density parity check decoder
with dynamic scaling 500. The external soft information dis-
tribution calculation circuit generates the scaling factor 526
as an input (e.g., 342) to the low density parity check decoder
with dynamic scaling 500. In some other embodiments, a soft
information distribution calculation circuit (not shown) is
integrated within the low density parity check decoder with
dynamic scaling 500, analyzing the statistical distribution of
the soft information in the decoder input 502 and generating
the scaling factor 526 within the low density parity check
decoder with dynamic scaling 500.
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Turning to FIGS. 6 and 7, charts of the distribution of soft
information at the input to a low density parity check with
dynamic scaling are shown in accordance with some embodi-
ments of the present invention. In FIG. 6, a chart 600 depicts
a distribution of soft information, with probability values on
theY axis 602 and the possible values of each data symbol on
the X axis 604. In this embodiment, each symbol has 16
possible values, from 0 to 15. If the probability value of each
possible value or bar along the X axis 604 were totaled, the
total probability value would be 1, or 100 percent. Notably, in
the example distribution shown in FIG. 6, the variance is
relatively low, that is, the higher probability values are closely
grouped, in this case with value 15 having a much higher
probability of being the correct value of the symbol than any
of the other values. Furthermore, the median of the distribu-
tion is skewed toward the higher values which in some
embodiments of a low density parity check decoder with
dynamic scaling correlates with reduced decoding efficiency.

Turning to FIG. 7, a chart 700 depicts a distribution of soft
information which has been adjusted by applying a scaling
factor to the soft information, with probability values onthe Y
axis 702 and the possible values of symbol on the X axis 704.
In this embodiment, each symbol has 16 possible values, from
0 to 15. If the probability value of each possible value or bar
along the X axis 704 were totaled, the total probability value
would be 1, or 100 percent. Notably, in the example distribu-
tion shown in FIG. 7, the variance has been increased, spread-
ing the probability of the correct value for the symbol across
more possible values, and the median of the distribution has
been shifted further toward the middle values. This helps the
iterative decoding operation to better change perceived values
of symbols in variable nodes. With lower probability values
or log likelihood ratio values, the variable nodes are less
likely to get stuck on an incorrect value, and updates from
connected check nodes will be more likely to be able to
override and change an incorrect value, increasing decoding
efficiency.

Turning to FIG. 8, a flow diagram 800 depicts an operation
for dynamically scaling data during low density parity check
decoding in accordance with some embodiments of the
present invention. Following flow diagram 800, a statistical
analysis of the distribution of possible value probabilities in
soft information at a decoder input is performed. (Block 802)
In some embodiments, this is performed in a soft data distri-
bution calculation circuit outside the low density parity check
decoder. In other embodiments, this is performed in a soft
data distribution calculation circuit inside the low density
parity check decoder. The statistical analysis is any statistical
operation that characterizes the distribution of possible value
probabilities in the soft information, such as, but not limited
to, the mean, variance, median or standard deviation of the
distribution. A scaling factor is generated based on the statis-
tical analysis. (Block 804) The relationship between the scal-
ing factor and the results of the statistical analysis is depen-
dent on the design ofthe low density parity check decoder and
the expected channel conditions. The scaling factor adjusts
the distribution of possible value probabilities in the soft
information from a distribution that results in relatively poor
decoding efficiency, for example as shown in FIG. 6, produc-
ing a distribution that results in relatively good decoding
efficiency, for example as shown in FIG. 7. The global decod-
ing iteration is begun. (Block 806) Variable node to check
node messages are generated. (Block 810) In some embodi-
ments, variable node to check node messages are generated in
a variable node processor based on perceived values of data
symbols in data being decoded and on scaled check node to
variable node messages from a previous local decoding itera-
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tion. Parity check calculations are performed for check nodes
based on the variable node to check node messages received
at each check node. (Block 812) Check node to variable node
messages are generated. (Block 814) Check node to variable
node messages may be generated, for example, in a check
node processor based on the parity check calculations. The
check node to variable node messages are scaled by the scal-
ing factor. (Block 816) Variable node values are updated
based on the check node to variable node messages. (Block
820) If the maximum number of local iterations has not been
reached (block 822), the next local iteration is performed.
Otherwise, a determination is made as to whether the data
converged in the low density parity check decoder. (Block
824) If the data converged, decoding is finished and hard
decisions may be provided at an output of the low density
parity check decoder with dynamic scaling. (Block 826) If the
data failed to converge, one or more error recovery operations
may be performed (block 830), such as targeted symbol flip-
ping, in an effort to further assist the data to converge on the
correct values.

Turning to FIG. 9, a storage system 900 is illustrated as an
example application of a low density parity check decoder
with dynamic scaling in accordance with some embodiments
of the present invention. The storage system 900 includes a
read channel circuit 902 with a low density parity check
decoder with dynamic scaling in accordance with some
embodiments of the present invention. Storage system 900
may be, for example, a hard disk drive. Storage system 900
also includes a preamplifier 904, an interface controller 906,
a hard disk controller 910, a motor controller 912, a spindle
motor 914, a disk platter 916, and a read/write head assembly
920. Interface controller 906 controls addressing and timing
of data to/from disk platter 916. The data on disk platter 916
consists of groups of magnetic signals that may be detected by
read/write head assembly 920 when the assembly is properly
positioned over disk platter 916. In one embodiment, disk
platter 916 includes magnetic signals recorded in accordance
with either a longitudinal or a perpendicular recording
scheme.

In atypical read operation, read/write head assembly 920 is
accurately positioned by motor controller 912 over a desired
data track on disk platter 916. Motor controller 912 both
positions read/write head assembly 920 in relation to disk
platter 916 and drives spindle motor 914 by moving read/
write head assembly 920 to the proper data track on disk
platter 916 under the direction of hard disk controller 910.
Spindle motor 914 spins disk platter 916 at a determined spin
rate (RPMs). Once read/write head assembly 920 is posi-
tioned adjacent the proper data track, magnetic signals rep-
resenting data on disk platter 916 are sensed by read/write
head assembly 920 as disk platter 916 is rotated by spindle
motor 914. The sensed magnetic signals are provided as a
continuous, minute analog signal representative of the mag-
netic data on disk platter 916. This minute analog signal is
transferred from read/write head assembly 920 to read chan-
nel circuit 902 via preamplifier 904. Preamplifier 904 is oper-
able to amplify the minute analog signals accessed from disk
platter 916. In turn, read channel circuit 902 decodes and
digitizes the received analog signal to recreate the informa-
tion originally written to disk platter 916. This data is pro-
vided as read data 922 to a receiving circuit. As part of
processing the received information, read channel circuit 902
performs a data decoding process on the received signal using
a low density parity check decoder with dynamic scaling.
Such a low density parity check decoder with dynamic scal-
ing may be implemented consistent with the disclosure above
inrelationto FIGS. 1-7. In some cases, the data decoding with
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dynamic scaling may be performed consistent with the flow
diagram disclosed above in relation to FIG. 8. A write opera-
tion is substantially the opposite of the preceding read opera-
tion with write data 924 being provided to read channel circuit
902 and written to disk platter 916.

It should be noted that storage system 900 may be inte-
grated into a larger storage system such as, for example, a
RAID (redundant array of inexpensive disks or redundant
array of independent disks) based storage system. Such a
RAID storage system increases stability and reliability
through redundancy, combining multiple disks as a logical
unit. Data may be spread across a number of disks included in
the RAID storage system according to a variety of algorithms
and accessed by an operating system as if it were a single disk.
For example, data may be mirrored to multiple disks in the
RAID storage system, or may be sliced and distributed across
multiple disks in a number of techniques. Ifa small number of
disks in the RAID storage system fail or become unavailable,
error correction techniques may be used to recreate the miss-
ing data based on the remaining portions of the data from the
other disks in the RAID storage system. The disks in the
RAID storage system may be, but are not limited to, indi-
vidual storage systems such storage system 900, and may be
located in close proximity to each other or distributed more
widely for increased security. In a write operation, write data
is provided to a controller, which stores the write data across
the disks, for example by mirroring or by striping the write
data. In a read operation, the controller retrieves the data from
the disks. The controller then yields the resulting read data as
if the RAID storage system were a single disk.

Turning to FIG. 10, a wireless communication system 1000
or data transmission device including a transmitter 1002 and
receiver 1004 with a low density parity check decoder with
dynamic scaling is shown in accordance with some embodi-
ments of the present invention. Communication system 1000
includes a transmitter 1002 that is operable to transmit
encoded information via a transfer medium 1006 as is known
in the art. The encoded data is received from transfer medium
1006 by receiver 1004. Receiver 1004 incorporates a low
density parity check decoder with dynamic scaling. Such a
low density parity check decoder with dynamic scaling may
be implemented consistent with the disclosure above in rela-
tion to FIGS. 1-7. In some cases, the data decoding with
dynamic scaling may be performed consistent with the flow
diagram disclosed above in relation to FIG. 8.

It should be noted that the various blocks discussed in the
above application may be implemented in integrated circuits
along with other functionality. Such integrated circuits may
include all of the functions of a given block, system or circuit,
or only a subset of the block, system or circuit. Further,
elements of the blocks, systems or circuits may be imple-
mented across multiple integrated circuits. Such integrated
circuits may be any type of integrated circuit known in the art
including, but are not limited to, a monolithic integrated
circuit, a flip chip integrated circuit, a multichip module inte-
grated circuit, and/or a mixed signal integrated circuit. It
should also be noted that various functions of the blocks,
systems or circuits discussed herein may be implemented in
either software or firmware. In some such cases, the entire
system, block or circuit may be implemented using its soft-
ware or firmware equivalent. In other cases, the one part of a
given system, block or circuit may be implemented in soft-
ware or firmware, while other parts are implemented in hard-
ware.

In conclusion, the present invention provides novel appa-
ratuses and methods for low density parity check decoding
with dynamic scaling. While detailed descriptions of one or



US 9,130,589 B2

15

more embodiments of the invention have been given above,
various alternatives, modifications, and equivalents will be
apparent to those skilled in the art without varying from the
spirit of the invention. Therefore, the above description
should not be taken as limiting the scope of the invention,
which is defined by the appended claims.

What is claimed is:

1. A data processing system comprising:

a low density parity check decoder comprising a variable
node processor, a check node processor and a scaler
circuit, wherein the low density parity check decoder is
operable to scale soft information with a scaling factor in
the scaler circuit while iteratively processing check node
to variable node messages in the variable node processor
and variable node to check node messages in the check
node processor between a plurality of check nodes and
variable nodes, wherein the scaling factor is derived
from a distribution of possible values in an input to the
low density parity check decoder, and wherein the scal-
ing factor shifts probability values of each possible value
of'each symbol as it is decoded in the low density parity
check decoder so that a median of a distribution of the
possible values is shifted toward a middle one of the
possible values and increases a variance of the distribu-
tion.

2. The data processing system of claim 1, wherein the soft
information comprises the check node to variable node mes-
sages.

3. The data processing system of claim 1, wherein the soft
information comprises the variable node to check node mes-
sages.

4. The data processing system of claim 1, wherein the
distribution of possible values is analyzed by a soft informa-
tion distribution calculation circuit to generate the scaling
factor, and wherein the soft information distribution calcula-
tion circuit is operable to apply a statistical analysis algorithm
selected from a group consisting of mean, median, variance,
and standard deviation.

5. The data processing system of claim 1, further compris-
ing a soft information distribution calculation circuit operable
to analyze the distribution of possible values in the input to the
low density parity check decoder.

6. The data processing system of claim 1, wherein the low
density parity check decoder further comprises a soft infor-
mation distribution calculation circuit operable to analyze the
distribution of possible values in the input to the low density
parity check decoder.

7. The data processing system of claim 1, further compris-
ing a detector circuit operable to process a data input to
generate a detected output as the input to the low density
parity check decoder, wherein the detected output comprises
soft information representing probabilities of possible values
for data symbols.

8. The data processing system of claim 7, wherein the
scaling factor is updated for each of a plurality of global
decoding iterations.

9. The data processing system of claim 1, wherein the
scaling factor is operable to increase a variance of the distri-
bution of possible values in an input to the low density parity
check decoder.

10. The data processing system of claim 9, wherein the
scaling factor comprises a plurality of scaling factors, one for
each possible value in a Galois Field for the low density parity
check decoder.

11. The data processing system of claim 10, wherein the
plurality of scaling factors are operable to reduce a probabil-
ity of possible values in the Galois Field that exceeds a thresh-
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old value and to increase the probability of possible values in
the Galois Field that do not exceed the threshold value.

12. The data processing system of claim 1, wherein the data
processing system is implemented as part of a device selected
from a group consisting of a storage device and a receiving
device.

13. The data processing system of claim 1, wherein the data
processing system is implemented as an integrated circuit.

14. A method of decoding data, comprising:

analyzing in a hardware decoder a statistical distribution of
possible values of data symbols in a data set;

generating a scaling factor based on the statistical distribu-
tion; and

applying a decoding algorithm in the hardware decoder to
the data set to identify correct values of the data symbols
in the data set, while scaling soft information for the data
set with the scaling factor, wherein the scaling factor
shifts probability values of each possible value of each
symbol as it is decoded in the hardware decoder so that
a median of a distribution of the possible values is
shifted toward a middle one of the possible values and
increases a variance of the distribution.

15. The method of claim 14, wherein scaling the soft infor-
mation comprises scaling soft information from check nodes
to variable nodes.

16. The method of claim 14, wherein scaling the soft infor-
mation comprises scaling soft information from variable
nodes to check nodes.

17. The method of claim 14, wherein analyzing the statis-
tical distribution comprises performing an operation to deter-
mine a characteristic selected from a group consisting of a
mean, a median, a variance and a standard deviation.

18. The method of claim 14, wherein generating the scaling
factor comprises generating a scaling factor for each of the
possible values of the data symbols in the data set.

19. The method of claim 18, wherein scaling the soft infor-
mation is operable to reduce a probability of the possible
values that are greater than a threshold and to increase a
probability of the possible values that are less than the thresh-
old.

20. A storage system comprising:

a storage medium;

ahead assembly disposed in relation to the storage medium
and operable to provide a sensed signal corresponding to
information on the storage medium;

an analog to digital converter circuit operable to sample an
analog signal derived from the sensed signal to yield a
series of digital samples; and

a data processing system operable to identify correct values
for the digital samples, comprising:

a data detector circuit operable to apply a data detection
algorithm to the digital samples to yield a detected out-
put; and

a low density parity check decoder operable to apply a
decoding algorithm to the detected output and to scale
soft information with a scaling factor while iteratively
generating and processing check node to variable node
messages and variable node to check node messages
between a plurality of check nodes and variable nodes,
wherein the scaling factor is derived from a distribution
of possible values in the detected output, wherein the
scaling factor shifts probability values of each possible
value of each symbol as it is decoded in the low density
parity check decoder so that a median of a distribution of
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the possible values is shifted toward a middle one of the
possible values and increases a variance of the distribu-
tion.
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